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About Me

• 5th year Student at Rochester Institute of 
Technology studying Applied Networking 
and Computer Science

• Computer Science House Exec-Board
• RedHat tele-intern from FOSSBox

• (An Applied Research Lab at RIT Focusing on 
Free and Open Source Software & Open Web 
Technologies, http://foss.rit.edu)

http://foss.rit.edu/


Overview

• Existing Functionality
• Tuned Project
• Improvements

• Demo
• Future Directions



System process monitor

System IRQ/wakeups monitor

Able to edit process/IRQ scheduling options 
(presumably for performance benefits)

Existing Functionality



Able to apply pre-set groups of kernel 
parameters that RedHat has created for 
specific, common customer application use-
cases to increase performance

Tuned Project



Not easily configurable

Applying large groups of settings does not let 
customer know which settings benefit them

Makes creating their own profiles even more 
difficult

Tuned Issues



Bugfixes in original application

Tuna can modify kernel parameters

Tuna can import/export tuned profiles

Users can make temporary changes to certain 
parameters and immediately see the effect on 
system load with tuna

 Has the concept of storage devices / storage 
device kernel parameters

More sysadmin / non-kernel-hacker friendly

Improvements



Logic Stack



Demo









Ship with RHEL7

Improve upon tuned config file format

Replace semi-hackish shell-script integration

Add storage concept 

Future Directions



  

Questions?

License statement goes here. See https://fedoraproject.org/wiki/Licensing#Content_Licenses for acceptable licenses.

clockfort@redhat.com
Contact:

https://fedoraproject.org/wiki/Licensing#Content_Licenses


KTune / Performance Team / Kernel Team

Luke Macken

Steven Jacobs 

Special Thanks
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